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Abstract Subseasonal climate prediction has emerged as a top forecast priority but remains a great
challenge. Subseasonal extreme prediction is even more difficult than predicting the time‐mean
variability. Here we show that the wintertime cold extremes, measured by the frequency of extreme cold
days (ECDs), are skillfully predicted by the European Centre for Medium‐Range Weather Forecasts
(ECMWF) model 2–4 weeks in advance over a large fraction of the Northern Hemisphere land region. The
physical basis for such skill in predicting ECDs is primarily rooted in predicting a small subset of leading
empirical orthogonal function (EOF) modes of ECDs identified from observations, including two modes in
Eurasia (North Atlantic Oscillation and Eurasia Meridional Dipole mode) and three modes in North
America (North Pacific Oscillation, Pacific‐North America teleconnection mode, and the North America
Zonal Dipole mode). It is of interest to note that these two modes in Eurasia are more predictable than the
three leadingmodes in North Americamainly due to their longer persistence. The source of predictability for
the leading EOF modes mainly originates from atmospheric internal modes and the land‐atmosphere
coupling. All these modes are strongly coupled to dynamically coherent planetary‐scale atmospheric
circulations, which not only amplify but also prolong the surface air temperature anomaly, serving as a
source of predictability at subseasonal timescales. The Eurasian Meridional Dipole mode is also tied to the
lower‐boundary snow anomaly, and the snow‐atmosphere coupling helps sustain this mode and provides a
source of predictability.

1. Introduction

At the frontier of climate forecasting, subseasonal prediction (usually referring to the timescales between
2 weeks and one season) has become an increasingly active research topic in recent years that has followed
the rapidly growing societal demands for forecast products at these timescales. As a bridge to link the
weather and seasonal climate prediction, subseasonal prediction is fraught with the challenges lying at
the limits of deterministic weather and probabilistic climate prediction. As an initial value problem,
short‐range weather prediction largely depends on the accuracy of atmospheric initial conditions. In con-
trast, the skill for seasonal prediction is primarily attributed to the boundary forcing as a boundary value pro-
blem. Subseasonal prediction, which lies in between as a mixed initial and boundary value problem, is
usually less skillful than both the weather and seasonal prediction. The grand challenge for this timescale
is that the initial memory from the atmosphere is gradually lost (after around 10 days) while it only margin-
ally benefits from the boundary forcing effect (White et al., 2017).

Despite this challenge, considerable progress has been achieved in the past decade, benefited partly from
modeling advances as well as our improved knowledge of predictability sources. Meanwhile, this progress
has been accelerated by some multiagency and international projects. For example, the World Weather
Research Programme (WWRP) and World Climate Research Programme (WCRP) Subseasonal to
Seasonal Prediction Project (S2S) is a multi‐institutional effort to promote the subseasonal to seasonal
predictions (Vitart et al., 2016), and initiatives, such as the NOAA/Modeling, Analysis, Predictions and
Projections (MAPP) Program S2S Prediction Task Force, are providing a framework for needed
weather–climate community interactions (Mariotti et al., 2018). The Subseasonal Experiment (SubX) is
one of the projects targeting the S2S prediction participating in the NOAA/MAPP S2S Prediction Task
Force (Pegion et al., 2019).
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In recent years, scientific interest in the subseasonal prediction has exploded, and some useful skill in pre-
dicting environmental variables has been extensively reported, for example, surface air temperature
(Liang et al., 2018; Lin, 2018; Xiang et al., 2018; Yoo et al., 2018), precipitation (de Andrade et al., 2019),
and Arctic sea ice (Wayand et al., 2019; Zampieri et al., 2018). The prediction of extreme departures from
normal conditions lies at the forefront of emerging subseasonal forecast challenges, as such events result
in the highest impacts on both societies and ecosystems. The prediction of extremes is generally more diffi-
cult than the prediction of time‐mean variability. Recent literature reveals some limited but encouraging
subseasonal extreme prediction results in forecasting tropical cyclones (Gao et al., 2019; Jiang et al., 2018;
Lee et al., 2018; Xiang et al., 2014), heat waves (Batté et al., 2018; Dirmeyer et al., 2019; Ford et al., 2018),
extreme rainfall/floods (Lee et al., 2017; Lin et al., 2018), and atmospheric rivers (Baggett et al., 2017;
DeFlorio et al., 2018; Mundhenk et al., 2018).

The wintertime cold temperature extremes, usually caused by an incursion of cold polar air, are often accom-
panied by heavy snowfall and/or freezing precipitation. They have a tremendous influence on socioeco-
nomic and human activities over large areas of heavily populated continents. Intriguingly, the occurrence
frequency of wintertime cold extremes has increased in many land regions during the recent two decades
despite the rise of global mean temperature (Cohen et al., 2020; Gong & Ho, 2004; Johnson et al., 2018;
Park et al., 2011). The land cold extremes also experience pronounced subseasonal variations, which are
linked to a number of drivers such as the Arctic Oscillation and Siberian High (Gong & Ho, 2004) and
Madden‐Julian Oscillation (MJO) (Jeong et al., 2005). A successful prediction of such extreme events several
weeks ahead has immense socialeconomic benefits for effective hazard preparedness and risk management.
Notwithstanding the great impacts of cold extremes, efforts toward understanding its prediction and predict-
ability at subseasonal timescale have not garnered much attention. To the best of our knowledge, this is the
first study aiming to systematically investigate this issue.

Figure 1. Observational temperature anomaly threshold for extreme cold days (K) from December to March. Note that the daily threshold is defined using the
21‐calendar day window over 20 years (1997–2016).
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The objective of this study is twofold. First, we aim to unravel the predominant physical mechanisms con-
trolling the subseasonal variation of wintertime land cold extremes from observations, measured by one
of the metrics: extreme cold days (ECDs). The second is to probe the predictability of ECDs in current
state‐of‐the‐art models, by examining the European Centre for Medium‐Range Weather Forecasts
(ECMWF) model that participated in the WWRP/WCRP S2S project (Vitart et al., 2016).

2. Data and Methodology
2.1. Observational and Hindcast Data

We analyze observational data that consist of the hourly ECMWF ERA5 reanalysis data (C3S, 2017) (surface
air temperature, 500 hPa geopotential height, and snow albedo) and daily snow cover data from the National
Ice Center's Interactive Multisensor Snow and Ice Mapping System (IMS) (National Ice Center, 2008). We
also analyze forecast data derived from the ECMWF hindcast data sets using the Ensemble Prediction
System (EPS), which are archived from the WWRP/WCRP S2S Prediction Project science plan (Vitart
et al., 2016). Hindcasts are carried out twice per week (the start date remains the same for each year) with

Figure 2. Correlation skill of weekly mean surface air temperature (SAT) from week 2 to week 4. The dots denote the
region with the correlation skill significant at the 5% significance level, and the contours represent the correlation
coefficient of 0.2.
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11 ensemble members and 46 days integration. For the hindcast data, we analyze the cases initialized from
December to February (DJF), while for observations, we focus on the period between December and March
(DJFM), as some forecast data initialized on January and February extend to the ensuingMarch. The studied
period covers 1997 to 2017 for both observations and model hindcasts, and there are 500 cases for hindcasts
in total. We refer to seasons corresponding to the Northern Hemisphere.

2.2. Methodology

Similar to Xiang et al. (2018), the anomalous fields for observations are obtained by removing the time‐mean
and first four harmonics of the climatological annual cycle from the observational daily mean data. To cor-
rect for biases owing to model drift, the hindcast anomalies are calculated by removing the hindcast clima-
tology as a function of hindcast starting date and lead time. Note that the interannual and even longer
timescale variation is retained here.

Following Luo and Wang (2017), the extreme cold event is defined when the surface air temperature (SAT)
anomalies are equal to or exceed the threshold of the 10th percentile of the descending sorted daily mean
SAT anomalies. Considering the relatively small sample size in observations, we use a time window of
21 days centered at the specific day to define the threshold. For example, the calculation of the threshold

Figure 3. Similar to Figure 2 but for the correlation skill of weekly extreme cold days (ECDs). The ECD prediction over
the four individual domains outlined in panel a) is further investigated in Figure 14.
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on 1 January is based on 20 years of SAT anomaly data within the time
window between 22 December and 11 January. For model hindcasts, we
use the ensemble‐mean temperature anomalies with nine hindcast cases
centered on a particular date to determine the threshold. For example,
the threshold on 1 January is derived from cases initialized on the time
window between 18 December and 11 January (18 December, 21
December, 25 December, 28 December, 1 January, 4 January, 8 January,
and 11 January).

The impact of climate change on extreme cold events is not specifically
evaluated here while its contribution is substantially smaller compared
to the subseasonnal and interannual variations. Consistently, there is no
statistically significant trend variability of ECDs during the studied
20‐year period from a Northern Hemisphere perspective (Johnson
et al., 2018).

In this study, we assess the skill of deterministic ECD forecasts with the
correlation coefficient, with the weekly data serving as the basis for all fol-
lowing analyses. To assess the significance of the anomalous correlation,
we use the effective sample size calculated by considering the autocorrela-
tion in the observed and forecast data (Bretherton et al., 1999; Yang
et al., 2012).

3. Results

Figure 1 illustrates the prominent spatial variation of monthly mean
thresholds of observational SAT anomalies for defining ECDs. Compared

to the low latitudes, the high latitudes, especially the interior continental regions, generally have a lower
threshold (much colder temperature anomalies), including northern Eurasia (around −14 K), Canada,
and Alaska (around −10 K). The threshold in North America features large zonal contrasts, with a lower
threshold in the east than the west for the United States but with an opposite zonal contrast for Canada.
The thresholds in March generally have a smaller amplitude (higher temperature anomalies) when
comparing to the early months, reflecting a reduction in temperature variance despite a very similar pattern
with the other months. Note that the threshold in model hindcasts derived from the ensemble‐mean
hindcasts varies with calendar date and also forecast lead time (Figure S1 in the supporting information).
The threshold varies with forecast lead time since the variance of the ensemble‐mean SAT anomalies
generally decreases with the forecast lead time along with the decrease of signal to noise ratio (Figure S1).
However, the threshold remains nearly unchanged after leaving 1 year out and is not sensitive to a minor
change of the size of the time window.

3.1. Overall Skill in Predicting SAT and ECD Anomalies

Before discussing the ECD forecasts, we first examine the skill in predicting weekly mean SAT in the
Northern Hemisphere extratropical continents (Figure 2). Most of the land regions show significant week
2–4 (predictions at 2–4 weeks in advance) correlation skills in predicting SAT, except the regions in the wes-
tern United States and Europe for the week 4 prediction. Compared to the mean SAT prediction, the weekly
ECD (the occurrence frequency of ECD in a week) predictions exhibit a strikingly similar but overall lower
correlation skill (Figure 3). Relatively high prediction skill is confined to a large area of China and Canada,
where skill is significant even at week 4 (Figure 3c). Actually, the variations of weekly ECDs are highly cor-
related with the weekly mean SAT for both observations and model hindcasts with a correlation coefficient
of about −0.6 to −0.8 (Figure 4). Thus, we can infer that about 40–60% of the variance of the weekly ECD
frequency is attributed to the fluctuation of weekly mean SAT (the shift of the probability distribution func-
tion) so that the prediction skill of ECDs arises partially from the prediction of weekly mean SAT.

Why do some regions havemore skill than others, and what are the climate conditions that promote elevated
forecast skill in those regions? Addressing these questions is critical as they may provide guidance on iden-
tifying the windows of opportunity for generating useful subseasonal forecasts, on optimizing the

Figure 4. The simultaneous correlation coefficient between weekly mean
SAT anomaly and weekly ECD anomaly in (a) observations and (b)
model hindcast at week 3.
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initialization strategy, and on further model improvement. The predictability sources for subseasonal
predictions can be loosely grouped into two types. The first is ascribable to intrinsic climate variability
and its teleconnections. This variability is typically characterized by recurring and/or quasi‐oscillatory
features, such as the MJO, North Atlantic Oscillation (NAO), El Niño/Southern Oscillation (ENSO), and
Pacific‐North America (PNA) pattern (Stan et al., 2017). In the recent decade, the prediction of internal
modes, such as that of the MJO (Kim et al., 2018; Lee et al., 2016; Lim et al., 2018; Xiang et al., 2015) and
NAO (Lin et al., 2010; Zuo et al., 2016), has achieved substantial progress. The second one is related to the
slowly varying processes that may retain initial memory and persist for a relatively long time, such as
SST, sea ice, soil moisture, stratosphere‐troposphere coupling (Butler et al., 2019; Son et al., 2016), and atmo-
sphere and land coupling (Dirmeyer et al., 2019; Ford et al., 2018).

In the next two subsections, the emphasis is placed on understanding the physical processes behind the var-
iation and prediction of land ECDs. Since large‐scale variability is typically more predictable than
small‐scale events (Vitart et al., 2019), we examine the leading empirical orthogonal function (EOF) modes
that account for the largest share of ECD variance in two relatively large domains: the Eurasia continent and
the North America continent, respectively.

3.2. ECDs in Eurasia

To extract the dominant spatial pattern of the winter ECDs over Eurasia, we perform an EOF analysis of
ECDs in the Eurasian continent (Figure 5). The EOF analysis, through identifying the dominant
large‐scale modes, is also instrumental in detecting the source of predictability. The primary loading of
the first EOF (EOF1) mode resides in the region from Europe to northeastern Asia (Figure 5a). The corre-
sponding atmospheric circulation illustrated by the simultaneous correlation with the 500 hPa weekly

Figure 5. (a, b) The first two leading EOF modes of observational weekly ECDs during December–March (shading). The contours represent the simultaneous
correlation coefficient between these modes and 500 hPa geopotential height (H500) anomalies from observations (contour interval is 0.1 starting at ±0.2). The
explained variance is shown in the upper‐right corners. (c, d) Similar to (a) and (b) but contours are the correlation coefficient between H500 anomalies from
model hindcasts and the principal components (PCs) obtained from model hindcasts projected onto the observational EOF modes. Results are week 3 hindcasts.
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mean geopotential height (H500) anomalies bears a close resemblance to the negative phase of NAO,
manifested as above‐average H500 centered to the east of Greenland and a southwest‐northeast elongated
below‐average H500 in the midlatitude North Atlantic (Figure 5a). Meanwhile, an anomalous low is
present in northeastern Asia as a relatively independent circulation system (Figure 5a). Note that this atmo-
spheric circulation pattern is also strongly related to the Northern Hemisphere land temperature cold
extremes on seasonal and long‐term trend variability (Johnson et al., 2018).

A similar circulation correlation pattern can be obtained using the extreme H500 days (the frequency of
extremely low‐pressure) (Figure S2). It suggests that both the reduced weekly mean SAT associated with
the Greenland blocking and increased variance associated with the strengthened synoptic eddy activities
contribute to the more frequent ECD events in the European continent with the negative phase of NAO
(Diao et al., 2014). Note that the negative phase of NAO (blocking) drives the climate system subtly toward
a state in which synoptic eddies are favored for a large portion of Europe (their Figure 8a, Diao et al., 2014).

The second EOF mode (EOF2) features salient positive ECD anomalies in a large portion of Asia, with its
main action center in southeastern Asia, and weakly negative anomalies to the north (Figure 5b). In associa-
tion with this mode, the predominance of an anomalous low‐pressure system is found in Asia while Europe
is dominated by an anomalous high‐pressure system. These twomodes together account for about 30% of the
total variances in the studied domain, and they are likely highly predictable in dynamic models as they are
similar to the leading most predictable modes of global SAT anomalies identified solely from a Geophysical
Fluid Dynamics Laboratory (GFDL) model (Xiang et al., 2018). Following Xiang et al. (2018), we refer to
these two modes as the NAO and Eurasia Meridional Dipole (EMD) mode, respectively.

With the determination of the leading modes, it is therefore essential for models to display skill in predicting
these modes to ensure a skillful prediction of ECDs. Figure 6 shows the time series (principal components
[PCs]) of these two modes for both observations and week 3 model hindcasts. The correlation coefficients
between model hindcasts and observation are 0.48 and 0.53 for these two modes, respectively, both

Figure 6. The observed (black) and predicted (red) PCs from the (a) first and (b) second leading EOFmodes in Eurasia at week 3. The scatter diagram between the
observed and predicted (c) PC1 and (d) PC2.

10.1029/2020JD032670Journal of Geophysical Research: Atmospheres

XIANG ET AL. 7 of 18



significant at the 5% level. There is apparent skewness particularly for the NAO mode: The negative phases
have smaller magnitude and are less scattered compared to its positive phases, which likely owes to the
monopolar nature of the ECD pattern (Figure 5a) and the ECD definition (i.e., below‐normal ECDs are
bounded by zero). The model has some skill in predicting not only the phases with frequent occurrence of
ECDs but also the phases with reduced frequency in ECDs. Both modes show significant correlation skills
during the first 6 weeks despite a slightly higher skill in predicting the EMD mode than the NAO mode
during week 3 to 6 (Figure 7a).

The forecasted anomalies can be reconstructed using the observed EOF spatial patterns and the projected
PCs from model hindcasts (Figures 7b–7d). The anomalies reconstructed from the leading two EOFs show
a similar correlation skill with the raw model hindcasts for week 3–4 forecast but a relatively lower skill
for week 2 forecast (Figure 7 vs. Figure 3). This confirms that the predictability source for a long‐lead predic-
tion mainly originates from the skill in predicting these two leading modes.

Why does the model have skill in predicting these two modes several weeks ahead? One reason we argue is
that these modes have dynamically coherent atmospheric circulation patterns so that they potentially have
longer persistence than the case with the absence of coherent atmospheric circulations, serving as a source of
predictability as for subseasonal forecasting. Note that the model well captures the coupling between the
ECD modes and atmospheric circulations, acting as a prerequisite for a skillful subseasonal prediction
(Figures 5c and 5d).

There are other sources of predictability related to these two modes. The NAO mode is well described as a
Markov (stochastic) process with a timescale of less than 10 days (Feldstein, 2000), and so much of its pre-
dictability is rooted in deterministic weather processes. However, several processes are believed to contribute
to NAO forecast skill at longer, subseasonal timescales. First, some studies suggest that the NAO is driven
partially by the variability of stratospheric polar vortex and its impact sometimes persists for up to

Figure 7. (a) The correlation coefficients between the observed and predicted PCs of the first two leading EOF modes as a function of lead time (weeks). The circle
indicates that the correlation skill is statistically significant at the 5% level. The (b) week 2, (c) week 3, and (d) week 4 correlation skill using the reconstructed
forecast anomalies based on the first two EOF modes in Eurasia.
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2 months (Baldwin & Dunkerton, 2001; Scaife et al., 2015; Wang et al., 2017; Xiang et al., 2018). Second,
some tropical forcings, such as MJO, are able to modulate NAO while its development takes about
5–15 days, contributing to the subseasonal prediction of NAO beyond weather timescale (e.g., Lin
et al., 2009). Third, changes in snow cover and snow depth can feed back to affect the NAO circulations
and SAT (Dutra et al., 2011; Fletcher et al., 2009), and an improved subseasonal prediction can be
achieved with snow initializations (Jeong et al., 2012; Li et al., 2019; Orsolini et al., 2013).

For the NAO mode, a significant correlation with snow cover anomaly is located in Europe but is absent
downstream in northern Eurasia (Figure 8a). As northern Eurasia is nearly completely covered by snow
in wintertime, the snow depth is also expected to increase associated with this mode, which may reduce
the local SAT and increase the chance of occurrence of ECDs (Dutra et al., 2011). For the EMD mode, the
high ECD regions generally collocate with the areas with increased snow cover, including some regions in
the Middle East and eastern China (Figure 8b). The increased snow cover and a resultant increase in
reflection of shortwave radiation act to further reinforce the initial cold SAT anomalies, enhancing the
probability of occurrence of extreme events. The snow albedo anomaly from model hindcasts well
reproduces the observed snow cover anomaly in observations (Figures 8c and 8d). Note that the snow
mass and snow temperature in the ECMWF model are initialized by the Land Data Assimilation
System (LDAS); snow albedo and snow density are cycled from the model forecast (https://confluence.
ecmwf.int/display/S2S/ECMWF+Model+Description+CY45R1).

One remarkable distinction between these two modes is that the atmospheric circulation anomalies for the
NAO (EMD) mode are mainly confined to the ocean (land) (Figure 5). For the NAO mode, the atmospheric
circulations permit advection of relatively cool and moist air from the ocean to Europe, giving rise to
increased snowfall and snow cover. The increased snow cover in Eurasia can likely feed back to influence

Figure 8. (a, b) The simultaneous correlation coefficient between the first two EOF modes in Eurasia and the snow cover anomaly from observations. (c, d) The
simultaneous correlation between the PCs of the first two EOF modes in Eurasia and the snow albedo anomaly from model hindcasts. There are differences
between observations and model hindcasts evident over Siberia, which is partly due to the different variables used here.
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the NAO circulation (Dutra et al., 2011; Fletcher et al., 2009). For the EMDmode, the increased snow cover
strengthens the local anomalous low atmospheric circulation system and is conducive to the more frequent
occurrence of ECDs. Therefore, we speculate that the EMD mode owes its existence partially to a positive
snow‐atmosphere circulation feedback mechanism.

We further conducted a case study with prolonged extreme cold events in Southern China and the Middle
East from 15 January 2008 to 14 February 2008 (Wen et al., 2009; Zhou et al., 2010) (Figure 9). These
100‐year extreme events (i.e., the probability of being equaled or exceeded in a given year is 1%) led to a direct
loss of more than $20 billion associated with the long‐lasting extreme cold temperature, excessive snow
amount, and severe icing conditions over central and Southern China (Zhou et al., 2010). These events cor-
respond with anomalously high observed PC2 values (>0.8 in Figure 6d). The model well predicts the peak
phase of these extreme events in southeast China during 28 January and 3 Feburary, along with its coupled
atmospheric circulation and snow changes, with a lead time of 2 to 4 weeks (Figure 9). Both modes experi-
ence large, slowly varying interannual variations superimposed on subseasonal variations, and the predic-
tion skill for the above 2008 events is mainly from the skillful prediction of the lower‐frequency seasonal
persistence (Figure 6).

3.3. ECDs in North America

To illustrate the dominant ECD modes in North America, we present, in Figure 10, the first three EOF
modes of the observational weekly ECDs. These three modes can explain about 24.9%, 13.1%, and 8.7% of
the total variance, respectively. The EOF1 mode is characterized by a rather monopolar structure with its

Figure 9. The left panel shows the observed and model‐predicted (with a lead time of 2, 3, and 4 weeks) ECDs (raw) and H500 (contours, m) anomalies from 28
January 2008 to 3 February 2008 when there is a peak ECD in the southeast China. The right panel shows the corresponding snow cover anomalies from
observation and snow albedo anomalies from model hindcasts.
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maximum over the central continent of North America. Lin et al. (2018) found a similar subseasonal SAT
mode by attributing it to northwest‐southeast oriented wave train anomalies and the associated southeast-
ward wave activity fluxes. The simultaneous correlation with weekly mean H500 reflects an anomalous high
centered in Alaska and an anomalous low covering a large area of northeast America. This resembles a
typical pattern of the West Pacific (WP) teleconnection pattern (Wallace & Gutzler, 1981) with its sea level
pressure footprint as the North Pacific Oscillation (NPO) mode (Rogers, 1981) (Walker & Bliss, 1932), and
also projects onto the so‐called East Pacific Oscillation (EPO, https://www.esrl.noaa.gov/psd/forecasts/
reforecast2/teleconn/epo.html). For simplicity, we refer to this mode as the NPO mode hereinafter. The
NPO mode was found to be a leading contributor to the wintertime climate anomaly over a large portion
of North America (Baxter & Nigam, 2015; Rogers, 1981). In recent decades, North America is more prone
to prolonged winter extremes as a consequence of the eastward displacement of the NPO mode (Sung
et al., 2019). The NPO mode is likely forced by the meridional migration (equatorward or poleward) of the
subtropical jet and the associated eddy activities as found in previous studies (Schubert & Park, 1991;
Winters et al., 2019).

The EOF2mode is characterized by a northwest‐southeast dipole pattern (Figure 10b), and the gross features
of the associated H500 anomalies are reminiscent of a conventional PNA teleconnection pattern. Previous
studies illustrated that the PNAmode can be forced by the migration (extension/retraction and the meridio-
nal shift) of the subtropical jet (Schubert & Park, 1991; Winters et al., 2019) and also tropical convective

Figure 10. Similar to Figure 5 but for the first three leading EOF modes over North America.
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perturbations (e.g., Johnson & Feldstein, 2010). The growth and maintenance of the PNA are controlled by
the barotropic conversion from the zonally asymmetric mean flow as well as linear dispersion
(Feldstein, 2002; Schubert & Park, 1991), and the energy source for PNA is mainly from middle latitudes
rather than from the tropics (Schubert & Park, 1991).

The EOF3 mode is manifested as a zonal dipole pattern with enhanced ECDs in western North America and
reduced ECDs in northeast North America, accompanied by a zonal wave train atmospheric circulation pat-
tern (Figure 10c). This mode is very similar to one of the weather regimes identified from a cluster analysis
(Vigaud et al., 2018), while the detailed mechanisms by which this mode is triggered and maintained remain
an open question. The large‐scale atmospheric circulation patterns are well simulated in model hindcasts for
all three modes (Figures 10d–10f). For simplicity, we refer to these three modes as the NPO, PNA, and the
North America Zonal Dipole (NAZD) mode, respectively.

The PCs of these three modes at week 3 are shown in Figure 11. Similar to the NAO mode (Figure 6c), the
NPO mode, which also is monopolar, exhibits skewness evident by inspecting Figure 11d. The correlation
skill is significant (at the 5% level) but lower in predicting these three modes than the NAO and EMDmodes
in Eurasia. For these modes, the model fails to predict some of the observed high PC events (highly frequent
occurrence of ECDs in some regions) and also forecasts some false alarms (Figures 11d–11f). Further study is
required to detail what distinguishes these events from the cases with successful predictions. Investigation of
this will be essential to identify the time windows of opportunity for generating useful subseasonal forecasts,
in particular for the long‐lead weeks 3 to 5 predictions.

Figure 11. Similar to Figure 6 but for the first three leading EOF modes in North America.
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The ECMWF model shows significant skill in predicting these three
modes with a lead time of at least 5 weeks (Figure 12a). The recon-
structed hindcast anomalies, based on the three observed EOF spatial
patterns and the projected PCs from model hindcasts, yield similar
correlation skill as the raw (unfiltered) forecasts (Figures 12b–12d).
The skill from reconstructed forecast anomalies is even higher than
the raw forecasts for leads of 3–4 weeks. This indicates the prediction
skill beyond the weather timescale primarily owes to the skillful pre-
diction of these three modes.

The correlation skill in predicting these three modes is generally
lower than that for the first two modes in Eurasia (Figure 12a vs.
Figure 7a). One reason is that these three modes decay much faster
(weaker persistence) than the NAO and EMD modes in Eurasia
(Figure 13). The e‐folding timescale of the NAO and EMD mode
is about 2 weeks while it is about 1 week for these three modes
in North America. Compared to observations, nearly all modes
from model hindcasts tend to have longer persistence that is likely
due to the fact that the ensemble‐mean forecasts have averaged out
some of the weather noise (Figure 13).

3.4. Domain‐Averaged ECD Predictions

The ECD prediction skill is further inspected over four individual
domains outlined in Figure 3a. For eastern Asia, the area‐mean
ECD anomalies show significantly higher correlation skills than the
area‐mean of the correlation skill (Figure 14). This conclusion is gen-
erally valid for other regions (Figures 14b–14d). If the ECD variation

Figure 12. Similar to Figure 7 but using the first three leading EOF modes over North America.

Figure 13. Autoregression functions for the observed (solid) and predicted
(dashed) EOF modes in (a) Eurasia and (b) North America.
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in a certain domain is regulated by the same large‐scale process, the domain‐averaged variation averages out
the small‐scale noise so that the signal is more pronounced and more predictable than that in an individual
grid point. For eastern Asia and Europe, the correlation skill during week 3 and beyond is overall compar-
able and even higher using the reconstructed hindcast anomalies than the raw hindcasts, supporting the
dominance of the leading twomodes for subseasonal skill beyond 2 weeks in this region. However, for weeks
1 and 2, the higher‐order modes contribute nonnegligible correlation skills, as seen by the higher skill of the
raw hindcast data.

Interestingly, the correlation skill is nearly identical between the raw and reconstructed anomalies for
Canada and eastern United States (Figures 14c and 14d). This suggests that the predictability sources in
North America primarily arise from the prediction of these three modes for both the short to
medium‐range (weeks 1–2) and subseasonal (week 3 and beyond) predictions. It is also found that the pre-
diction skill is higher in eastern Asia (~5–6 weeks) and northern Canada (~4 weeks), while the skill is gen-
erally lower (~3 weeks) for Europe and the eastern United States.

4. Summary and Discussion

Understanding and predicting extremes not only are of paramount interest from a scientific point of view but
also have immense direct societal and economic benefits for hazard prevention, effective preparedness, risk
management, and even mitigation activities. However, a skillful subseasonal prediction of extremes remains
a thorny and challenging issue. Using observations and the ECMWF hindcast data sets, we investigated the
mechanisms governing the subseasonal variation of ECDs in boreal wintertime with the aim of gaining
insight into its subseasonal predictability. This investigation reveals that the ECMWF model has significant
subseasonal prediction skills for weekly ECDs fromweek 1 to week 3, and the skill can even extend to week 4
for some regions, such as Canada and southeast Asia. For the Eurasian continent, the subseasonal prediction
skill mainly originates from the prediction of the two leadingmodes, the NAOmode and the EMDmode. For

Figure 14. The correlation skill for ECDs over (a) Eastern Asia (103E–123E, 20N–45N), (b) Europe (−10–60E, 37–70N), (c) Canada (150W–55W, 50–65N), and (d)
Eastern US (100W–60W, 30–43.5E). The individual domains are shown in Figure 3a. The black lines represent the area‐mean of correlation coefficients from
individual grid points. The red lines are the correlation skill between the area‐mean observed and predicted ECD anomalies. The blue lines show the correlation
skill between the area‐mean observed and predicted ECD anomalies using the reconstructed anomalies based on the first two or three leading EOF modes. The
circle indicates that the correlation skill is statistically significant at the 5% level.
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North America, the predictability sources are attributed to the first three modes, the NPO mode, the PNA
mode, and the NAZD mode.

The prediction skill of ECDs relies on predicting mean SAT and its synoptic‐scale variance. Given its connec-
tion with planetary‐scale time‐mean circulations, the synoptic eddy activities are potentially predictable for a
long‐lead forecast over some regions, such as Europe (Diao et al., 2014). For all EOF modes, the correlation
between the ECDs and mean SAT becomes significantly higher (more negative) for the anomalously strong
cases (more frequent occurrence of ECDs) relative to the normal cases (Figures S3 and S4), so that prediction
of mean SAT is central to the ECD prediction for the strong anomalies of ECDs.

The subseasonally predictable ECDs are regional manifestations of planetary‐scale atmospheric circulations
and local boundary (such as snow‐atmosphere) feedbacks. The coherent atmospheric circulations facilitate a
strengthened and long‐lived cold air outbreak, serving as a source of predictability. This study sheds light on
the importance of atmospheric internal modes and land‐atmosphere coupling on subseasonal predictions.
The results support the broad notion that the subseasonal deterministic forecasts have skill for large‐scale,
long‐lasting extreme events but not for some smaller‐scale, high‐impact events (Vitart et al., 2019).
Because we have focused on a single dynamical forecast model in this study, future studies also shall address
the degree to which these conclusions apply to other dynamic models as well as the full capability of opera-
tional, subseasonal prediction of wintertime extremes.

Whether the subseasonal prediction of extremes is sensitive to particular initial states remains an open
question. For example, the cases initialized with negative NAO tend to have high prediction skill for
the medium‐range forecasts (Ferranti et al., 2015). Observational studies have shown the contribution
of MJO on the SAT variability in North America (Hu et al., 2019; Johnson et al., 2013; Schreck et al., 2013;
Vecchi & Bond, 2004; Zhou et al., 2012), while its role in the predicting the extratropical SAT is still
uncertain (Lin, 2018; Tseng et al., 2018; Xiang et al., 2018). Here we do not specifically elaborate on
the relationship between MJO and the EOF modes in the North America, while PNA is more likely to
be influenced by the tropical MJO forcing (e.g., Johnson & Feldstein, 2010). Although the importance
of tropical and other atmospheric initial states is reserved for future study, the present study provides a
point of focus for these forthcoming investigations by determining a small subset of modes that are
responsible for nearly all ECD forecast skill over North America and Eurasia for subseasonal lead times
beyond 2 weeks.

The seasonal prediction of ECDs has been reported from literature, with very limited prediction skill over
land attributed to the prediction of ENSO and climate change (Hamilton et al., 2012; Pepler et al., 2015).
It suggests that what is unpredictable at the seasonal timescale becomes predictable at the subseasonal time-
scale. We also find some significant SST variations associated with the identified modes here, such as the SST
tripole in the North Atlantic associated with the NAO mode, and also some local SST signal in the north
Pacific related to the NPO mode (not shown). However, we believe the memory and predictability sources
for these modes are mainly from the atmosphere and its coupling with the land surface, distinctly different
from that for seasonal predictions. Therefore, realistic initial conditions of the atmosphere and land are cri-
tical for a skillful subseasonal prediction of ECDs.

Data Availability Statement

This work is partially based on S2S data sets that are downloaded from the ECMWF server (https://apps.
ecmwf.int/datasets/data/s2s). The ERA5 data sets are downloaded from https://cds.climate.copernicus.eu/
#!/search?text=ERA5&type=dataset. The observed snow data sets are downloaded from https://nsidc.org/
data/g02156. S2S is a joint initiative of the World Weather Research Programme (WWRP) and the World
Climate Research Programme (WCRP).
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